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Abstract 

A systematic review (SR) is a comprehensive method to summarize and analyze existing research on a specific 

topic or question. The selection of studies is labor-intensive and time-consuming, and it is typically conducted by at least 

two reviewers. Applying artificial intelligence (AI) using a few-shot learning (FSL) framework may be helpful in reducing 

the workload and improving efficiency and accuracy. This study aimed to develop a model framework for literature 

screening in SR using the FSL approach. The data sources for conducting this study were drawn from nine SR studies 

conducted between 2016 and 2022, in which the number of identified studies ranged from 426 to 7341. These SR studies 

could be classified into four types, including therapeutic, prognostic/risk, genetic association, and economic evaluation 

studies. This study had two phases. 1) finding the optimal number of positive studies; and 2) finding the cosine similarity 

threshold for selecting positive studies. 

The findings revealed that the overall median (IQR) of optimal n positive studies was 9 (8-12), with the 

corresponding median (IQR) reduced workload of 95.78% (93.49% - 97.98%). However, we initially used 4-6 positive 

studies to conduct the second study phase. In the second study phase, the mean (range) of the optimal cosine similarity 

threshold of the therapeutic, prognostic/risk, genetic association, and economic evaluation SRs were 0.5345 (0.4387 - 

0.6168), 0.5048 (0.4317 - 0.5778), 0.5903 (0.5458 - 0.6348) and 0.6358 (0.6358-0.6358), respectively. The corresponding 

reduced workloads were 78.75% (64.81%-96.94%), 67.64% (51.11%- 84.16%), 83.39% (69.11% - 97.67%), and 95.34%. 

The proposed framework, SRAI, can potentially reduce the workload for article screening in the SR process by 

requiring the reviewer to select a few positive studies for initial model training. However, prospective evaluation is 

necessary to ascertain the performance of the model. 

 

Keywords: Systematic Review, Artificial Intelligence, Machine Learning, Few-Shot Learning, Natural Language 

Processing 

 

 

1.  Introduction 

A systematic review (SR) is a rigorous and comprehensive method to synthesize existing research 

findings on a specific topic or question (Ahn, & Kang, 2018; Uman, 2011). SR is commonly used in 

healthcare and other fields to inform decision-making, policy development, and further research. In addition, 

the SR also plays a vital role in summarizing existing evidence in order to identify a gap in knowledge for 

further research (Ahn, & Kang, 2018; Uman, 2011). It involves selecting studies based on eligibility criteria, 

which is time-consuming and resource-intensive and requires at least two reviewers who independently select 

studies as the preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines 

(Hoffmann et al., 2021). As the number of PubMed publications in Medline has increased over time 

(Hoffmann et al., 2021), an artificial intelligence (AI) tool that can reduce workload and time in selecting 

identified studies is required. Such AI relies on natural language processing (NLP) and machine learning 

(ML) techniques to perform screening tasks as a secondary reviewer for SR. Several tools for the selection 
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process of SR have been developed, which could perform the title and abstract screening, including EPPI-

Reviewer (EPPI Centre, 2024; Tsou et al., 2020), Abstrackr (Gates et al., 2019, 2020; Rathbone et al., 2015; 

Wallace et al., 2012), Covidence (Veritas Health Innovation, 2024), DistillerSR (Gates et al., 2019; Hamel et 

al., 2020; Patel et al., 2021; Wallace et al., 2010), RobotAnalyst (Gates et al., 2019; Przybyła et al., 2018), 

and Rayyan (Olofsson et al., 2017; Ouzzani et al., 2016; Yu et al., 2022). These tools apply NLP and 

supervised learning (SL) with an active learning framework (Gates et al., 2019; Wallace et al., 2010) as a 

kernel mechanism for screening identified studies. Although active learning enables semi-automatic 

screening tasks, the major drawback is that it requires some or even many initial positive studies to train the 

model to achieve targeted performance. Moreover, active learning is not generally applicable because new 

projects sometimes require different iterative annotation processes. Such a limitation has resulted in less 

applicability for conducting multiple SR projects. In addition, some available tools are commercially 

constrained, costing from $165 to $635 per year (EPPI Centre, 2024; Veritas Health Innovation, 2024), thus 

limiting accessibility. These tools have used various feature extractions, as follows: EPPI-Reviewer used 

trigrams (Forsgren et al., 2023) and term frequency - inverse document frequency (TF-IDF) (EPPI Centre, 

2024; Tsou et al., 2020), Abstrackr used n-grams (Przybyła et al., 2018; Wallace et al., 2012), Rayyan used 

unigrams, bigrams (Ouzzani et al., 2016), Robot Analyst used bag-of-words, TF-IDF, and latent dirichlet 

allocation (LDA) model (Przybyła et al., 2018). However, TF-IDF, unigrams, bigrams, n-grams, and LDA 

methodologies exhibit limitations in capturing semantic nuances within the text, particularly in comparing 

textual similarity. The support vector machines (SVM) classifier is commonly used in most tools, including 

EPPI-Reviewer (Tsou et al., 2020), Abstrackr (Wallace et al., 2012), Covidence (Veritas Health Innovation, 

2024), Rayyan (Ouzzani et al., 2016), RobotAnalyst (Przybyła et al., 2018), and DistillerSR (DistillerSR, 

2024). Also, the naive Bayes classifier was applied in DistillerSR (Burgard & Bittermann, 2023; DistillerSR, 

2024). Nevertheless, the model’s performance mainly depends on feature extraction/vector representation. 

The existing knowledge gap in AI for SR revolves around the necessity of annotated data for active 

learning. To bridge this disparity, we propose an innovative approach, SRAI: an AI using a few-short learning 

(FSL) framework (Bražinskas et al., 2020; Wang et al., 2020), to circumvent the need for extensive and 

repetitive annotation. This method empowers the model to learn effectively from a concise set of training 

samples. Moreover, this method harnesses the cutting-edge capabilities of the sentence-bidirectional encoder 

representations from transformers (sentence-BERT) pre-trained model (Devlin et al., 2019; Reimers, & 

Gurevych, 2019). By leveraging SBERT, we enhance the semantic similarity between user queries and 

pertinent studies, thereby actively optimizing screening outcomes. The SRAI offers potential utility for model 

training. Theoretically, this method is expected to make ML processes more quickly identify studies most 

relevant to SR than previous AI approaches. 

To our knowledge, the FSL has not yet been used as an automated tool for conducting SRs. This 

study aimed to create a novel automated framework utilizing FSL to enhance the SR screening process, 

achieving performance as high as traditional approaches with a faster method. 

 

2.  Objectives 

1) To develop an AI tool by applying an FSL with SBERT embedding for the selection of studies in 

various types of SRs. 

2) To find an optimal number of positive studies that minimize workload while maintaining recall 

at 100% for training the model. 

3) To estimate and calibrate the cosine similarity score threshold between the support (training) and 

query (test) sets. 

 

3.  Materials and Methods 

3.1 Data sources 

This study used data from nine SRs, which were conducted by researchers of the Department of 

Clinical Epidemiology and Biostatistics, Faculty of Medicine Ramathibodi Hospital, Mahidol University, 

between 2016 and 2022. The nine SRs are as follows: 
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1) Mesh position for hernia prophylaxis after midline laparotomy: A systematic review and network 

meta-analysis of randomized clinical trials (Tansawet et al., 2020), hereafter called SR1. 

2) The efficacy of antibiotic treatment versus surgical treatment of uncomplicated acute appendicitis: 

systematic review and network meta-analysis of a randomized controlled trial (Poprom et al., 2019), hereafter 

called SR2. 

3) Efficacy and safety of urate-lowering agents in asymptomatic hyperuricemia: systematic review 

and network meta-analysis of randomized controlled trials (Sapankaew et al., 2022), hereafter called SR3. 

4) Efficacy and safety of antiviral agents in the prophylaxis and pre-emptive strategies for 

cytomegalovirus infection in kidney transplantation: a systematic review and network meta-analysis 

(Ruenroengbun et al., 2021), hereafter called SR4. 

5) Association between vitamin D and uric acid in adults: a systematic review and meta-analysis 

(Isnuwardana et al., 2020), hereafter called SR5. 

6) Prognostic model for complications in type 2 diabetes: systematic review and meta-analysis 

(Saputro et al., 2021), hereafter called SR6. 

7) The association between genetic polymorphisms in ABCG2 and SLC2A9 and urate: an updated 

systematic review and meta-analysis (Lukkunaprasit et al., 2020), hereafter called SR7. 

8) AHSG gene polymorphisms, Serum fetuin-A levels and association with type 2 diabetes and 

cardiovascular diseases: a systematic review and meta-analysis (Bassey et al., 2022), hereafter called SR8. 

9) Evaluation of the cost utility of phosphate binders as a treatment option for hyperphosphatemia 

in chronic kidney disease patients: A systematic review and meta-analysis of the economic evaluation studies 

(Chaiyakittisopon et al., 2021), hereafter called SR9. 

 These SRs were classified into four types: therapeutic, prognostic/risk, genetic association, and 

economic evaluation studies, as seen in Table 1. 

The title and abstract of individual SRs were extracted and concatenated to use as input data for the 

model development process. The total number of texts and other characteristics of 9 SRs are summarized in 

Table 1. 

 

Table 1 Characteristics of systematic review projects 

No. 
Project 

name 

Type of 

study 

Number 

of 

identified 

studies 

Number 

of tokens 

Number 

of unique 

tokens 

Median (IQR) 

(range) 

Studies 

contained > 

384 tokens1  

(%) 

1 SR1 Therapeutic2 3,966 1,120,514 37,776 285 (206.25 – 

343.00) 

(32 – 1,629) 

507 

(12.78) 

2 SR2 Therapeutic 1,702 411,157 18,174 244 (164.00 - 307.00) 

(37 - 877) 

126 

(7.40) 

3 SR3 Therapeutic 7,341 2,205,482 71,645 297 (214.00 - 364.00) 

(20 – 1,385) 

1,486 

(20.24) 

4 SR4 Therapeutic 3,144 874,261 30,226 272 (195.00 - 337.00) 

(33 – 3,509) 

408 

(12.98) 

5 SR5 Prognostic3 699 191,189 15,298 274 (189.00 - 340.50) 

(20 - 821) 

97 

(13.88) 

6 SR6 Prognostic 426 125,362 10,843 292 (232.50 - 339.00) 

(17 – 1,112) 

57 

(13.38) 

7 SR7 Genetic4 1,708 444,383 26,883 259 (204.00 - 312.00) 

(29 - 635) 

81 

(4.74) 

8 SR8 Genetic 1,053 318,339 18,787 305 (255.00 - 346.00) 

(70 - 647) 

126 

(11.97) 
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No. 
Project 

name 

Type of 

study 

Number 

of 

identified 

studies 

Number 

of tokens 

Number 

of unique 

tokens 

Median (IQR) 

(range) 

Studies 

contained > 

384 tokens1  

(%) 

9 SR9 Economic5 1,653 463,892 30,601 244 (176 - 322) 

(18 - 2542) 

221 

(13.37) 
1 384 is the maximum sequence length of text input for the model, 2 Therapeutic studies, 3 Prognostic/ risk studies,  
4 Genetic association studies, 5 Economic evaluation studies 

 

3.2 Finding optimal 𝑛 positive 

The optimal n positive was an experiment to find the number of positive studies that yielded the best 

performance with a restriction of 100% recall. The experiment consisted of three processes, as follows: 

3.2.1 Data preparation 

 If crucial data, i.e., titles and abstracts of positive studies, were missing, they were searched and 

retrieved from PubMed, Scopus, or other databases. In contrast, those negative studies were excluded from 

the experiment. The duplicated studies with the same year, author, and title were excluded. 

 

3.2.2 Scenario creation 

We created 10 scenarios or fewer for each SR project, depending on the number of positive studies, 

as shown in the following steps. First, the corpus was split into three sets (i.e., training, validation, and test 

pools) with a splitting ratio of 50:25:25 of the positive studies, denoted as 𝑆+, 𝑆+
𝑡𝑟𝑛, 𝑆+

𝑣𝑎𝑙, 𝑆+
𝑡𝑠𝑡 for total, 

training, validation, and test pools, respectively, as an example of SR1 in Figure 1. Meanwhile, the training 

and validation pools were concatenated with negative studies (𝑆−), selected randomly without replacement at 

a ratio of 10 times, which were denoted as 𝑆−
𝑡𝑟𝑛 and 𝑆−

𝑣𝑎𝑙. Additionally, the remaining negative studies 

belonged to the test set (𝑆−
𝑡𝑠𝑡). Second, the next scenarios were created by reducing the number of positive 

studies by 10% of the previous training (𝑆+
𝑡𝑟𝑛) and validation (𝑆+

𝑣𝑎𝑙) sets. However, the test set generated by 

the combination of 𝑆+
𝑡𝑠𝑡 and 𝑆−

𝑡𝑠𝑡 of the first scenario remained the same for all scenarios, comparing model 

performance fairly. A minimal number of four positive studies in the scenario was required to get the positive 

sample pair in the training and validation sets.  As a result, most SR projects with less than 24 positive studies 

could only generate less than 10 scenarios. 

Figure 1 Corpus splitting into training, validation, and test pools for SR1 

 

1) Pairing data for the development dataset 

Two datasets were generated during the model development phase, including training and validation 

datasets. Each dataset contained several pairs of studies (referred to as paired samples), which were retrieved 

from each data set (i.e., training and validation sets) in the scenario creation process. Each sample was 

generated by pairing two studies, which were annotated with a new label paired as “1” for a pair of positive-
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positive studies and “0” for a pair of positive-negative studies, whereas a pair of negative-negative studies 

was not used. 

2) Pairing data for a test dataset 

The test dataset was created by pairing between the query set and support set, which were the studies 

in the test pool and the positive studies from the training pool, respectively. The cosine similarity score for 

each paired sample was calculated for model inference. After that, the cosine similarity of the paired query 

set was averaged. Given 𝑄1 denoted the first study of the query set, was paired with all positive studies of the 

support set, which were denoted by 𝑆1, 𝑆2, 𝑆3, …, 𝑆𝑚; where m was the number of positive studies of the 

support set. The cosine similarity score of each pair (paired sample) was calculated as 𝑆𝑖𝑚1
1, 𝑆𝑖𝑚2

1, 𝑆𝑖𝑚3
1, …, 

𝑆𝑖𝑚𝑚
1 . Finally, the average cosine similarity score of 𝑄1was calculated to represent the cosine similarity score 

of 𝑄1. The 𝑄1 study was classified as positive (selected) if the score was more than or equal to the threshold; 

otherwise, the study was classified as negative (not selected). The process of classifying 𝑄1 was applied to 

the rest of the studies in the query set 𝑄2, 𝑄3, 𝑄4, …, 𝑄𝑛; where n was the total number of studies in the query 

set. Using all models trained for each scenario, the optimal n positive was determined by identifying the 

minimum number of positive studies while maximizing workload reduction. This process is indicated by the 

Kneedle algorithm (Satopaa et al., 2011). 

  

3.3 Finding the cosine similarity threshold 

After selecting the optimal scenario from Section 3.2, the model from such a scenario was applied 

to find the cosine similarity threshold of each SR project using the new test dataset (generated by the new test 

pool) while maintaining the recall at 100%. The sample preparation method for this phase was similar to 

Section 3.2.2. The development datasets (training and validation datasets) were drawn from the optimal 

scenario for each SR project. In contrast, the test dataset was regenerated from the new test pool, which was 

altered to utilize all available studies (all studies that were not included in the training and validation pools of 

the optimal scenario). 

 

3.4 Model development framework 

This study applied the model training framework using FSL, which helped the model learn the 

underlying representation with only a few samples and their similarity score rather than applying a fully 

supervised fine-tuning approach. An FSL refers to the capability of a model to learn new tasks or concepts 

from a small number of examples. Unlike conventional learning paradigms, which necessitate a substantial 

amount of labeled data for effective training, few-shot learning models excel in scenarios where only a 

handful of labeled instances are available per class. 

The  SBERT was used, with pre-trained weight and architecture acquired from “all-mpnet-base-v2”, 

the best pre-trained model among available models in Hugging Face (Hugging Face, 2024). SBERT can 

capture the semantics at the sentence level by comparing two sentence embeddings with cosine-similarity. 

The title and abstract were extracted and concatenated for each SR project for fine-tuning. By fine-tuning the 

SBERT model with the paired data from the training and validation sets, the embedding layer should have a 

good document representation that captures the candidate studies with high similarity to the selected studies. 

During fine-tuning, the two studies, A and B, were passed through the BERT and pooling layer to reduce the 

dimension of the vectors, and the output is two vectors (i.e., u and v). The cosine similarity was applied to 

measure the similarity between the vectors, as illustrated in Figure 2. The SBERT hyperparameters were 

configured as follows: batch size = 8, epochs = 1, optimizer params (lr) = 2e-05, max seq length = 384, word 

embedding dimension = 768. After fine-tuning the model, such a model was used for feature extraction for 

the query set (test set) and support set (train set). 
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Figure 2 Model architecture of SBERT (Reimers & Gurevych, 2019) 

 

3.5 Model evaluation 

We evaluated the model by 1) examining the number of studies that needed to be reviewed during 

the screening process and 2) the percentage of reduced workload. These metrics were evaluated based on a 

false negative of zero. The evaluation was done on the test set. The following formula calculated both of the 

metrics: 

 

𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 (%) = 100 ∗  
(𝑇𝑃 + 𝐹𝑃)

(𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁)
 (1) 

 

𝑅𝑒𝑑𝑢𝑐𝑒𝑑 𝑤𝑜𝑟𝑘𝑙𝑜𝑎𝑑 (%) = 100 − 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 (%) 
(2) 

 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑛𝑒𝑒𝑑𝑒𝑑 𝑡𝑜 𝑟𝑒𝑎𝑑 = 𝑇𝑜𝑡𝑎𝑙 𝑠𝑡𝑢𝑑𝑖𝑒𝑠 ∗ 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 (%) 
 

(3) 

 

Where 𝑇𝑃 is true positive, 𝐹𝑃 is false positive, 𝑇𝑁 is true negative, 𝐹𝑁 is false negative, (𝑇𝑃 + 𝐹𝑃) is the 

number of studies that were predicted as positive, and (𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁) is the total individual 

studies. 

A higher percentage of reduced workload is better in fewer studies that are required to be reviewed. 

In contrast, the lower percentage of reduced workload results in many studies to be reviewed. However, all 

experiments must be based on a recall that remains at 100%. 

 

4.  Results and Discussion 

4.1 Results 

4.1.1 Finding optimal 𝑛 positive 

The overall median (IQR) of optimal n positive studies for our experiment was 9 (8-12) with a range 

of 4-12, while the corresponding median (IQR) reduced workload was 95.78% (93.49%-97.98%) with a range 

of 80.87%-99.37%. However, this study could further classify SR projects into 4 sub-categories. First, in the 

therapeutic study group (SR1-SR4), the performance of the model yielded a median (IQR) of optimal n 

positive studies of 10 (7-12) with a range of 4-12, and the corresponding reduced workload was 96.10% 

(95.21%-96.81%) with a range of 93.49%-97.98%. Second, the prognostic/risk study group (SR5-SR6) 

provided the n positive studies of 9 and 12, with reduced workloads of 93.56% and 88.12%, respectively. 

Third, the genetic association study (SR7-SR8) provided the optimal n positive studies of 8 and 4 with the 

corresponding reduced workloads of 80.87% and 99.37%, respectively. Fourth, only one economic evaluation 
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study showed an optimal n positive studies of 9 and a reduced workload of 98.21%. These results are 

summarized in Table 2. 

 

Table 2 Describe percent reduced workload and optimal n positive by systematic review projects 

Type of study Project  
N identified studies  

/ total n positive 
% Reduced workload (n positive) 

Minimum Maximum Optimal 
Therapeutic 
study 

SR1 3,966/20 84.61 
(4) 

97.82 
(14) 

96.42 
(8) 

 SR2 1,702/9 95.48 
(5) 

97.07 
(6) 

95.78 
(4) 

 SR3 7,341/19 90.72 
(5) 

98.55 
(14) 

97.98 
(12) 

 SR4 3,144/21 69.69 
(9) 

93.92 
(14) 

93.49 
(12) 

Prognostic/ risk 
study 

SR5 699/32 87.13 
(4) 

93.79 
(15) 

93.56 
(9) 

 SR6 426/21 59.00 
(5) 

89.66 
(15) 

88.12 
(12) 

Genetic 
association 
study 

SR7 1,708/48 56.55 
(26) 

80.87 
(8) 

80.87 
(8) 

 SR8 1,053/11 98.22 
(8) 

99.37 
(4) 

99.37 
(4) 

Economic 
evaluation study 

SR9 1,653/24 96.63 
(12) 

98.21 
(9) 

98.21 
(9) 

 

4.1.2 Finding the cosine similarity threshold 

Figures 3 to 5 illustrate the optimal threshold of SR1-SR9, given that a recall of 100% is maintained 

in each SR. The relationships between cosine similarity versus recall and reduced workload were plotted on 

the X and Y axes, and the optimal threshold and the corresponding reduced workload were assessed. We can 

see that the optimal cosine similarity threshold varies according to the types of SR, as different types of SRs 

might have different thresholds. Only the economic evaluation study did not have minimum and maximum 

thresholds because there was only one study in the project. The mean (min-max) optimal cosine similarity of 

the therapeutic study, prognostic/risk study, genetic association study, and economic evaluation study had 

thresholds of 0.5345 (0.4387 - 0.6168), 0.5048 (0.4317 - 0.5778), 0.5903 (0.5458 - 0.6348) and 0.6358, 

respectively. The mean (min-max) of reduced workload for these corresponding SRs were 78.75% (64.81% 

- 96.94%), 67.64% (51.11% - 84.16%), 83.39% (69.11% - 97.67%), and 95.34%. The summary of findings 

by SR types is illustrated in Table 3. 
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Figure 3 Optimal cosine similarity threshold of SR1, SR2, and SR3 
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Figure 4 Optimal cosine similarity threshold of SR4, SR5, and SR6 
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Figure 5 Optimal cosine similarity thresholds of SR7, SR8, and SR9 
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Table 3 Reduced workload and similarity score thresholds categorized by type of systematic review 

Type of study 

Threshold 

Similarity score 

Mean (min-max) 

% Reduced workload 

Mean (min-max) 

Therapeutic study 
0.5345 

(0.4387 - 0.6168) 

78.75 

(64.81 - 96.94) 

Prognostic/risk study 
0.5048  

(0.4317 - 0.5778) 

67.64 

(51.11 - 84.16) 

Genetic association study 
0.5903  

(0.5458 - 0.6348) 

83.39 

(69.11 - 97.67) 

Economic evaluation study 

0.6358 

- 

95.34 

- 

 

4.2 Discussion 

The study could identify the optimal n positive in the training and validation pool used for training 

the model. The findings showed that the overall median (IQR) of optimal n positive studies was 9 (8-12) with 

a range of 4-12, while the corresponding median (IQR) reduced workload at 100% recall was 95.78% 

(93.49%-97.98%) with a range of 80.87%-99.37%. As a result, the numbers needed to be read ranged from 7 

to 251, given the total number of identified studies of 426 to 7,341. 

The minimum number of n positive studies for model development was four, of which two were for 

the training pool and another two for the validation pool, as they could be paired into a single positive paired 

sample (positive-positive pairing) for each training and validation dataset. However, the maximum number 

of n positive studies during the model development process could be more than four, but manually reviewing 

to get positive studies was time-consuming and must be considered and justified. In practice, reviewers 

typically perform an initial search to identify potentially positive studies before proceeding with a 

comprehensive review. If several positive studies (approximately 4 - 6) are identified during this preliminary 

phase, the SRAI could significantly reduce the effort for subsequent reviewing. SRAI is less time-consuming 

than the AI tools reviewed in this study, which were commonly used in SR screening. 

 As reviewed in this study, the current tools applied NLP and SL with active learning to train the 

model (Gates et al., 2019; Wallace et al., 2010). Active learning is a framework that allows the model to be 

initially trained with a small sample size and then re-trained iteratively with increasing numbers of samples. 

It does not guarantee when the model will converge to the expected performance.   

These tools used frequency-based feature extractions (EPPI Centre, 2024; Forsgren et al., 2023; 

Ouzzani et al., 2016; Przybyła et al., 2018, 2018; Tsou et al., 2020; Wallace et al., 2012). This method cannot 

capture the text's semantics; it only counts the frequency of tokens without considering context.  In contrast, 

the proposed method in this study utilized SBERT for text vectorization, which improved finding relevant 

studies by capturing the sentences’ dependency and meaning better than the word frequency-based 

techniques. 

The SVM classifier is commonly used in the tools (DistillerSR, 2024; Ouzzani et al., 2016; Przybyła 

et al., 2018; Tsou et al., 2020; Veritas Health Innovation, 2024; Wallace et al., 2012). The classifier is popular 

because it is easy to implement, allows different kernels to be utilized, and requires less computation power; 

however, annotating more samples is still challenging, while the model’s performance mainly depends on 
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feature extraction/vector representation. Hence, we applied the FSL approach to mitigate the workload and 

time associated with searching the seed studies (positive and negative) and annotating for model training.   

A study (Tsou et al., 2020) found that the EPPI-Reviewer could reduce the workload given a 100% 

recall of 8.68%-60.11%. Another study (Gates, Johnson, & Hartling, 2018) found that Abstrackr could reduce 

the workload by 9.50%-88.40% while achieving 79%-96% of recall. A study (Valizadeh et al., 2022) found 

that Rayyan could reduce the workload by 20.00% while achieving 87%-98% recall. Furthermore, a study 

(Hamel et al., 2020) found that DistillerSR could reduce the workload by 30%- 72.50% while achieving a  

95% recall. In addition, a study (Reddy et al., 2020)  found that RobotAnalyst could reduce the workload and 

achieve a  100% recall of 30.69%. The proposed method in this study applied to 4 SR types and could reduce 

the workload by 67.68%-95.34% while achieving 100% recall. When compared at a recall of less than 100%, 

the proposed method could reduce workload more than Abstrackr in both the minimum and maximum values 

of reduced workload and minimize workload more than Rayyan and DistillerSR when considering the 

maximum value. 

 The strengths of this study included the following: The experiment was performed using data 

covering 4 SR types, including therapeutic, prognostic/risk, genetic association, and economic evaluation 

SRs. The proposed approach applied the FSL framework to support the title and abstract screening processes, 

which could reduce the workload of selecting studies. This tool required a reviewer to select a small number 

of positive and negative studies for model training. Subsequently, the reviewer can proceed with a review 

solely based on the model's suggested studies, thereby cutting down on the time required to review all 

identified studies. In addition, the number of suggested studies can be calibrated through the percent workload 

per the reviewer’s discretion. This could be implemented into the software that allows the reviewer to adjust 

the calibration to maximize the chance of relevant studies being reviewed. 

However, some limitations were unavoidable.  A few SR types contained fewer SR projects; thus, 

their results may not be repeatable. The model was not prospectively evaluated; without comprehensive 

validation of diverse types of SR studies, the effectiveness of the framework is uncertain. Implementing and 

fine-tuning the SRAI framework requires specialized expertise in ML, NLP, and SR methodologies. This is 

a barrier to adoption for research teams lacking such expertise. While the framework is tailored to different 

types of SRs, generalizing its performance across diverse research domains and topics can be challenging. 

Certain domains or topics require additional customization or fine-tuning for optimal performance. There is 

a risk that researchers over-rely on AI tools like SRAI without critically evaluating their outputs. 

Unquestioningly trusting automated screening processes leads to the oversight of relevant studies or biases 

in the review process. AI models are susceptible to algorithmic biases present in the training data, which 

result in biased decision-making and recommendations. Mitigating these biases requires careful 

preprocessing of data and ongoing monitoring and validation of the model’s outputs. Integrating AI tools like 

SRAI into existing SR workflows and methodologies poses challenges in terms of compatibility, usability, 

and acceptance by research communities. Effective integration requires careful consideration of users needs 

and feedback. While AI tools can automate certain tasks in SR, human oversight and collaboration remain 

essential for ensuring the accuracy, relevance, and validity of the review process. Balancing automation with 

human judgment is crucial for maintaining quality standards. 

 This study’s model and proposed framework were developed and evaluated using data from existing 

completed SR projects. Applying the proposed framework to other SR projects requires a prospective 

evaluation of the new SR projects to assess if the proposed framework is valid and robust. A web-based 

application system should be constructed and set up to achieve this goal. User-friendly interfaces and security 

should be considered when implementing the system. In addition, the performance of this tool should also be 

prospectively compared with previous tools that were accessible. Finally, the proposed model framework 

requires a computer with a high GPU specification to train the model. 
 

5.  Conclusion 

This study uses the FSL framework and SBERT to develop the SRAI tool. After completing data 

preprocessing for each SR, we individually split the data into training, validation, and a test pool for SR. The 
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scenarios for each SR were created to find the optimal scenario, and the samples were paired for the training, 

validation, and test dataset to train the model. We evaluated the model's performance by applying cosine 

similarity and calculating the percentage of reduced workload by fixing the test dataset for all scenarios. The 

process maintains the recall of 100%. Finally, we could identify the optimal n positive studies. We then used 

the model of the optimal scenario for each SR to find the cosine similarity threshold. The results revealed that 

the optimal cosine similarity threshold varies according to the types of SR, as different types of SRs might 

have different thresholds. The SRAI tool offers a promising solution to the labor-intensive and time-

consuming process of selecting studies for SR. Automating parts of this process can significantly reduce the 

workload and time required. However, this tool is required to evaluate and validate model performance 

prospectively with other SR projects and various types of studies. 
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