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Abstract  

As of 2023, approximately 238,000 individuals have been diagnosed with lung cancer, making it one of the 

most prevalent forms of cancer. Further, the number of new cases of lung cancer continues to rise steadily. This study 

employs clinical predictors with a dataset of 309 observances and 15 predictors to aid in the diagnosis of lung cancer, 

including (1) Swallowing Difficulty, (2) Peer Pressure, (3) Gender, (4) Allergy, (5) Yellow Fingers, (6) Anxiety, (7) 

Wheezing, (8) Alcohol Consuming, (9) Chronic Disease, (10) Chest Pain, (11) Coughing, (12) Fatigue, (13) Smoking, 

(14) Age, and (15) Shortness of Breath. This study aims to train, compare, and evaluate the performance of several types 

of machine learning models as well as identify the critical factors used to predict lung cancer from the 15 specified clinical 

features using unsupervised feature selection methods. By dividing the dataset into training and test datasets and 

preprocessing the dataset for unbiased training, it is possible to utilize this dataset to test several machine learning models 

and assess their accuracy in diagnosing lung cancer. Subsequently, machine learning models and feature selection can be 

utilized to establish the essential predictors for a malignant diagnosis. Next, the authors examine and contrast 

discriminant, logistic regression, naive Bayes, support vector machine (SVM), K-nearest neighbor (KNN), ensemble, 

neural network, and kernel. It was discovered that a Gaussian Naïve Bayes machine learning model, which only needs 

nine variables - Swallowing Difficulty, Peer Pressure, Gender, Allergy, Yellow Fingers, Anxiety, Wheezing, Alcohol 

Consumption, and Chronic Disease - could obtain the highest cross-validation classification accuracy of 82.81%. Thus, 

this study highlights the feasibility of model complexity reduction from 15 predictors to 9 predictors without losing 

classification capability. 
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